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Web Image Annotation via Subspace-Sparsity
Collaborated Feature Selection
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Abstract—The number of web images has been explosively growing due to the development of network and storage technology. These
images make up a large amount of current multimedia data and are closely related to our daily life. To efficiently browse, retrieve and
organize the web images, numerous approaches have been proposed. Since the semantic concepts of the images can be indicated by
label information, automatic image annotation becomes one effective technique for image management tasks. Most existing annotation
methods use image features that are often noisy and redundant. Hence, feature selection can be exploited for a more precise and
compact representation of the images, thus improving the annotation performance. In this paper, we propose a novel feature selection
method and apply it to automatic image annotation. There are two appealing properties of our method. First, it can jointly select the
most relevant features from all the data points by using a sparsity-based model. Second, it can uncover the shared subspace of
original features, which is beneficial for multi-label learning. To solve the objective function of our method, we propose an efficient
iterative algorithm. Extensive experiments are performed on large image databases that are collected from the web. The experimental
results together with the theoretical analysis have validated the effectiveness of our method for feature selection, thus demonstrating
its feasibility of being applied to web image annotation.

Index Terms—Image Annotation, Supervised Learning, Sparse Feature Selection, Shared Subspace Uncovering.
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1 INTRODUCTION

A S digital cameras become very common gadgets in our
daily life, we have witnessed an explosive growth of

digital images. On the other hand, the popularity of many
social networks such as Facebook and Flickr helps boost the
sharing of these personal images on the web. In fact, digital
images now take up a very large proportion of multimedia
contents in the network and are utilized intensively with differ-
ent purposes. However, it is not straightforward to effectively
organize and access these web images because we are facing
an overwhelmingly large amount of them. Aiming to manage
the images efficiently, automatic image annotation has been
proposed as an important technique in multimedia analysis.
The key idea for image annotation is to correlate keywords
or detailed text descriptions with images to facilitate image
indexing, retrieval, organization and management.

The sheer amount of web images itself provides us free
and rich image repository for research. Researchers have been
developing many automatic image annotation methods by
leveraging the web scale databases such as Flickr which con-
sist of a large number of user-generated images annotated with
user-defined tags [1]. Appearance-based annotation, which
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is one popular approach, is generally realized through two
processes, namely searching and mining. Similar images of
the unannotated images are first found out from the web scale
databases through the searching process and then the mining
process extracts annotation from the textual information of
these retrieved similar images. Research work using this ap-
proach has demonstrated promising performance for automatic
image annotation [2][3]. Appearance-based image annotation
has its effectiveness, but a major problem is that it can be
negatively affected when user-generated tags do not reflect the
concepts precisely. Learning-based automatic annotation is an-
other effective approach and has gained much research interest.
This approach is dependent on certain amount of available
annotated images as the training data to learn classifiers for
image annotation. Many algorithms have been rendered using
learning-based approach these years with varying degrees
of success for multimedia semantic analysis [4][5][6][7][8].
Therefore, this paper focuses on exploiting learning based
methods for image annotation.

Images are normally represented by multiple features, which
can be quite different from each other [9]. As it is inevitable to
bring in irrelevant and/or redundant information in the feature
representation, feature selection can be used to preprocess
the data to facilitate subsequent image annotation task [11].
Hence, it is of great value to propose effective feature selection
methods. Existing feature selection algorithms are achieved by
different means. For instance, classical feature selection al-
gorithms such as Fisher Score [12] compute the weights of dif-
ferent features, rank them accordingly and then select features
one by one. These classical algorithms generally evaluate the
importance of each feature individually and neglect the useful
information of the correlation between different features. To
overcome the disadvantage of selecting features individually,
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researchers have proposed another approach which selects
features jointly across all data points by taking into account
the relationship of different features [11][13]. These methods
have shown promising performance in different applications.
In this paper we propose a feature selection technique which
builds upon the latest mathematical advances in sparse, joint
feature selection and apply this to automatic image annotation.

Image annotation is basically a classification problem. How-
ever, most web images are multi-labeled, that is to say, an
image can reflect several semantic concepts. This intrinsic
characteristic of web images makes it a complicated problem
to classify them. A simple way to annotate multi-label images
is to transform the problem to a couple of binary classification
problems for each concept respectively. Though it is easy
to implement, this approach neglects the correlation between
different concept labels which is potentially useful. Therefore,
many recent works [15] have proposed to exploit the shared
subspace learning for multi-label tasks by incorporating the re-
lational information of concept labels into multi-label learning.
Inspired by their success, we apply shared subspace learning
to the problem of feature selection.

To summarize, we combine the latest advances in joint,
sparse feature selection with multi-label learning to create a
novel feature selection technique which uncovers a feature
subspace that is shared among classes. We name our method
Sub-Feature Uncovering with Sparsity and demonstrate its
effectiveness for automatic web image annotation. The main
contributions of our work are:
• Our method leverages the prominent joint feature selec-

tion with sparsity, which can select the most discrimin-
ative features by exploiting the whole feature space.

• Our method considers the correlation between different
concept labels to facilitate the feature selection.

• We conduct several experiments on large scale databases
collected from the web. The results demonstrate the
effectiveness of utilizing sparse feature selection and label
correlation simultaneously.

The rest of this paper is organized as follows. We briefly
introduce the state of the art on shared feature subspace
uncovering, feature selection and automatic image annotation
in section II. Then we elaborate the formulation of our method
followed by the proposed solution in section III. We conduct
extensive experiments in section IV to verify the advantage
of our method for web image annotation. The conclusion is
drawn in section V.

2 RELATED WORK

Our work is geared towards better image annotation per-
formance by exploiting effective feature selection. In this
section, we briefly review the three related topics of our work,
i.e., shared feature subspace uncovering, feature selection and
automatic image annotation.

2.1 Shared Feature Subspace Uncovering

Let x be a datum represented by a feature vector. The general
goal of supervised learning is to predict for the input x an

output y. To achieve this objective, learning algorithms usually
use training data {(xi, yi)}ni=1 to learn a prediction function
f that can correlate x with y. A common approach to obtain
f is to minimize the following regularized empirical error:

min
f

n∑
i=1

loss(f(xi), yi) + µΩ(f), (1)

where loss (·) is the loss function and µΩ(f) is the regular-
ization with µ as its parameter.

It is reasonable to assume that multi-label images share
certain common attributes. For example, a picture related to
“parade”, “people” and “street” share the component “people”
with another picture related to “party”, “people.” Intuitively,
we can leverage such label correlations for image annotation.
In multi-label learning problems, Ando et al. assume that there
is a shared subspace for the original feature space [17]. The
concepts of an image are predicted by its vector representation
in the original feature space together with the embedding in
the shared subspace, which can be generalized as the following
demonstration:

f(x) = vTx+ pTQTx, (2)

where v and p are the weight vectors and Q is a common
subspace shared by all the features.

Suppose the images are related to c concepts in multi-label
learning and there are mt training data {xi}mt

i=1 belonging to
the t-th concept labeled as {yi}mt

i=1. Then (1) can be redefined
as:

min
ft,Q

c∑
t=1

(
1

mt

mt∑
i=1

loss (ft(xi), yi) + µΩ(ft)

)
s.t. QTQ = I

(3)

Note that the constraint QTQ = I in (3) is imposed to make
the problem tractable.

By incorporating the shared feature subspace uncovering of
(2) into (3), we get:

min
{vt,pt},Q

c∑
t=1

(
1

mt

mt∑
i=1

loss
(

(vt +Qpt)
Txi, yi

)
+ µΩ({vt, pt})

)
s.t. QTQ = I

(4)

Shared feature subspace learning has received increasing
attention for its effectiveness on multi-label data [15]. Its
theory has also been applied in multimedia analysis and proved
its advantage. For instance, Amores et al. have leveraged the
idea of sharing feature across multiple classes for object-
class recognition and achieved prominent performance [18].
As a result, we adopt shared feature subspace uncovering in
our feature selection framework and build our mathematical
formulation on (4).

2.2 Feature Selection
Feature selection is widely adopted in many multimedia ana-
lysis applications. Its principle is to select the most discrim-
inating features from the original ones while simultaneously
eliminate the noise, thus resulting in better performance in
practice. Another advantage of feature selection lies in its
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attribute that it reduces the dimensionality of the original
data, which in turn reduces the computational cost of the
classification.

According to the availability of label information, fea-
ture selection algorithms can be classified into two groups:
supervised and unsupervised. Unsupervised feature selection
[19][20][21] is used when there is no label information. An
effective way of unsupervised feature selection is to use the
manifold structure of the whole feature set to select the most
meaningful features [21].

In contrast, supervised feature selection is preferable when
there is available label information that can be leveraged
by using the correlation between features and labels. In the
literature, plenty of supervised feature selection methods have
been proposed. For example, Fisher Score [12] and Re-
liefF [22] are traditional supervised feature selection methods
and are exploited widely in multimedia analysis. However,
traditional feature selection usually neglects the correlation
among different features [21]. Therefore, another approach
has been developed recently, namely sparsity-based feature
selection [23][13] which can exploit the feature correlation.
This approach is built upon the comprehension that many
real world data can be sparsely represented, thus rendering
the possibility of searching the sparse representation of the
data to realize feature selection. The l2,1-norm regularization
is known to be an effective model for sparse feature selection
[24] and has drawn increasing attention [13][16].

The l2,1-norm of an arbitrary matrix W ∈ Rd×c is defined
as:

‖W‖2,1 =

d∑
i=1

√∑c

j=1
W 2

ij (5)

In [13] and [16], l2,1-norm is leveraged to conduct feature
selection jointly across the entire feature space with promising
performance. Their works demonstrate that the l2,1-norm of
W makes W sparse, meaning that some of its rows shrink
to zero. Consequently, W can be viewed as the combination
coefficients for the most discriminative features. Feature selec-
tion is then realized by W where only the features associated
with the non-zero rows in W are selected. Sparsity-based
feature selection is efficient as it can select discriminative
features jointly across all data points. However, few works
have incorporated sparsity-based feature selection and shared
feature subspace uncovering into one joint framework.

2.3 Automatic Image Annotation
Image annotation can be viewed as a classification task. It aims
to correlate concept labels with specific images by classifying
images to different classes. The ultimate goal is that the
predicted labels via annotation algorithms can precisely reflect
the real semantic contents of images. Nonetheless, the web
image resources are countless so it is infeasible to annotate
all of them manually. Hence, automatic image annotation
becomes an essential tool for handling web scale images for
retrieval, index and other management tasks.

Existing automatic image annotation methods have util-
ized a plethora of techniques [1][3][4][10][25]. Since images

are usually represented by different features, much work
[10][11][7] has focused on optimizing the feature selection
process in their annotation frameworks. By finding the dis-
criminative subset of original features and eliminating the
noise, feature selection can help improve image annotation
performance. For instance, Ma et al. have exploited a sparse
selection model to select discriminative features that are
closely related to image concepts for image annotation [7].

Thanks to the continuous effort made by researchers, we
have witnessed great advance in automatic annotation for web
images. However, the performance of automatic image annota-
tion is yet to be satisfactory, thus requiring more research work
in this domain. Inspired by the recent advanced techniques of
feature selection and shared feature subspace uncovering, we
propose a novel framework to extract the most discriminating
features to boost the image annotation performance.

3 THE PROPOSED FRAMEWORK
In this section, we first illustrate the formulation of our Sub-
Feature Uncovering with Sparsity (SFUS) framework. Then a
detailed approach is rendered to solve the objective problem.

3.1 Problem Formulation
Our method roots from the shared feature subspace uncovering
as given by (4).

Denote the training data matrix as X = [x1, x2, ..., xn]
where xi ∈ Rd(1 ≤ i ≤ n) is the i-th datum and n is
the total number of the training data. Let Y = [y1, y2, ...,
yn]T ∈ {0, 1}n×c be the label matrix. c stands for the class
number and yi ∈ Rc(1 ≤ i ≤ n) is the label vector
with c classes. Denote V = [v1, v2, ..., vc] ∈ Rd×c and
P = [p1, p2, ..., pc] ∈ Rsd×c where sd is the dimension of the
shared subspace. We can then present (4) in a more compact
way as:

min
V,P,Q

loss
(

(V +QP )TX,Y
)

+ µΩ(V, P )

s.t. QTQ = I
(6)

By defining W = V + QP where W ∈ Rd×c, the above
function equivalently becomes:

min
W,V,P,Q

loss
(
WTX,Y

)
+ µΩ(V, P )

s.t. QTQ = I
(7)

It can be seen from the above function that by applying
a different loss function and regularization, we can realize
shared feature subspace uncovering in different ways. The
least square loss has been widely used in research which
can be illustrated as

∥∥XTW − Y
∥∥2
F

where ‖·‖F denotes the
Frobenius norm of a matrix. By utilizing the least square loss,
Ji et al. [15] have proposed to achieve shared subspace learning
in the following way:

min
W,P,Q

∥∥∥XTW − Y
∥∥∥2
F

+ α ‖W‖2F + β ‖W −QP‖2F

s.t. QTQ = I

(8)

In the above function, α ‖W‖2F + β ‖W −QP‖2F is the
regularization term. The first part regulates the information to
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each specific label and the second part controls the complexity
of the objective function. This approach is mathematically
tractable and can be easily implemented. However, there are
two issues worthy of further consideration. First, the least
square loss is very sensitive to outliers, thus demanding a more
robust loss function. Second, as we aim to conduct effective
feature selection, it is advantageous to exert the sparse feature
selection models on the regularization term. In [13], Nie et al.
have proved that l2,1-norm based models can handle both the
aforementioned issues.

We therefore propose the following objective function as
our foundation to realize feature selection:

arg min
W,P,Q

∥∥∥XTW − Y
∥∥∥
2,1

+ α ‖W‖2,1 + β ‖W −QP‖2F

s.t. QTQ = I
(9)

The loss function in our objective, that is to say,∥∥XTW − Y
∥∥
2,1

is robust to outliers as indicated in [13]. At
the same time, ‖W‖2,1 in the regularization term guarantees
that W is sparse to achieve feature selection across all data
points [16][13].

3.2 Solution

As can be seen in (9), our problem involves the l2,1-norm
which is non-smooth and cannot be solved in a closed form.
As a result, we propose to solve it as follows.

By denoting XTW − Y = [z1, ..., zn]T and W =
[w1, ..., wd]T , the objective in (9) is equivalent to:

arg min
W,P,Q

Tr
(

(XTW − Y )T D̃(XTW − Y )
)

+αTr
(
WTDW

)
+ β ‖W −QP‖2F
s.t. QTQ = I,

(10)

where D̃ and D are two matrices with their diagonal elements
D̃ii = 1

2‖zi‖2
and Dii = 1

2‖wi‖2
respectively.

Note that for any arbitrary matrix A, ‖A‖2F = Tr
(
ATA

)
.

Thus, (10) becomes:

arg min
W,P,Q

Tr
(

(XTW − Y )T D̃(XTW − Y )
)

+αTr
(
WTDW

)
+ βTr

(
(W −QP )T (W −QP )

)
s.t. QTQ = I,

(11)

By setting the derivative of (11) w.r.t P to zero, we have:

β(2QTQP − 2QTW ) = 0

⇒ P = QTW (12)

Substituting P in (11) with (12) we have:

arg min
W,Q

Tr
(

(XTW − Y )T D̃(XTW − Y )
)

+αTr
(
WTDW

)
+ βTr

(
(W −QQTW )T (W −QQTW )

)
⇒ arg min

W,Q
Tr
(

(XTW − Y )T D̃(XTW − Y )
)

+αTr
(
WTDW

)
+ βTr

(
WT (I −QQT )(I −QQT )W

)
s.t. QTQ = I

(13)

Since (I − QQT )(I − QQT ) = (I − QQT ), the problem
becomes:

arg min
W,Q

Tr
(

(XTW − Y )T D̃(XTW − Y )
)

+Tr
(
WT (αD + βI − βQQT )W

)
s.t. QTQ = I

(14)

By setting the derivative of (14) w.r.t W to zero, we get:

2XD̃XTW − 2XD̃Y + 2(αD + βI − βQQT )W = 0

⇒ (XD̃XT + αD + βI − βQQT )W = XD̃Y

⇒ W = (M − βQQT )−1XD̃Y

⇒ W = N−1XD̃Y,

(15)

where M = XD̃XT + αD + βI , N = (M − βQQT )−1 and
N = NT .

Note that (14) can be rewritten as:

arg min
W,Q

Tr
(
WTXD̃XTW

)
− 2Tr

(
WTXD̃Y

)
+Tr

(
Y T D̃Y

)
+ Tr

(
WT (αD + βI − βQQT )W

)
⇒ arg min

W,Q
Tr
(
WT (XD̃XT + αD + βI − βQQT )W

)
−2Tr

(
WTXD̃Y

)
+ Tr

(
Y T D̃Y

)
⇒ arg min

W,Q
Tr
(
WT (M − βQQT )W

)
− 2Tr

(
WTXD̃Y

)
+Tr

(
Y T D̃Y

)
⇒ arg min

W,Q
Tr
(
WTNW

)
− 2Tr

(
WTXD̃Y

)
+ Tr

(
Y T D̃Y

)
s.t. QTQ = I

(16)

By incorporating the W obtained with (15) into the above
function, we have:

arg min
Q

Tr
(
Y T D̃XTN−1NN−1XD̃Y

)
−2Tr

(
Y T D̃XTN−1XD̃Y

)
+ Tr

(
Y T D̃Y

)
⇒ arg min

Q
Tr
(
Y T D̃Y

)
− Tr

(
Y T D̃XTN−1XD̃Y

)
s.t. QTQ = I

(17)

The above problem is equivalent to the following one:

arg max
Q

Tr
(
Y T D̃XTN−1XD̃Y

)
s.t. QTQ = I

(18)

According to Sherman-Woodbury-Morrison formula,
N−1 = (M − βQQT )−1 = M−1 + βM−1Q(I −
βQTM−1Q)−1QTM−1. Thus, (18) becomes:

arg max
Q

Tr
(
Y T D̃XTM−1XD̃Y + βY T D̃XTQ

(I − βQTM−1Q)−1QTM−1XD̃Y
)

s.t. QTQ = I

(19)
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which is equivalent to:

arg max
Q

Tr
(
Y T D̃XTM−1Q(I − βQTM−1Q)−1

QTM−1XD̃Y
)

⇒ arg max
Q

Tr
(
Y T D̃XTM−1Q(QTQ− βQTM−1Q)−1

QTM−1XD̃Y
)

⇒ arg max
Q

Tr
(
Y T D̃XTM−1Q[QT (I − βM−1)Q]−1

QTM−1XD̃Y
)

s.t. QTQ = I

(20)

As for any arbitrary matrices A, B and C, Tr (ABC) =
Tr (BCA), the above function becomes:

arg max
Q

Tr
(

[QT (I − βM−1)Q]−1QTM−1XD̃Y

Y T D̃XTM−1Q
)

⇒ arg max
Q

Tr
(

(QTAQ)−1QTBQ
)

s.t. QTQ = I,

(21)

where A = I − βM−1 and B = M−1XD̃Y Y T D̃XTM−1.
Equation (21) can be easily solved by the eigen-

decomposition of A−1B. However, as the solving of Q re-
quires the input of D̃ and D which are related to W , it is still
not straightforward to get Q and W . To solve this problem,
we propose an iterative approach demonstrated in Algorithm 1.
The complexity of the proposed algorithm is briefly discussed
as follows. The complexity of calculating the inverse of a few
matrices is O(d3). To obtain Q, we need to conduct eigen-
decomposition of A−1B, which is also O(d3) in complexity.

The proposed iterative approach in Algorithm 1 can be
verified to converge to the optimal W by the following
theorem.

Theorem 1: The objective function value shown in (9)
monotonically decreases in each iteration until convergence
using the iterative approach in Algorithm 1.

Proof: See Appendix A.

4 EXPERIMENTS

To validate the efficacy of our method when applied to
automatic image annotation, we conduct several experiments
particularly on image databases that are collected from the
web image resources.

4.1 Compared Methods

We compare our method with one baseline and several feature
selection algorithms on automatic image annotation to under-
stand how our method progresses towards better annotation
performance. The compared methods are enumerated as fol-
lows.
• Using all features (All-Fea): our baseline. It means that

we use the original data without feature selection for
annotation.

Algorithm 1: The algorithm for solving the SFUS object-
ive function.

Input:
The training data X ∈ Rd×n;
The training data labels Y ∈ Rn×c;
Parameters α and β.

Output:
Optimized W ∈ Rd×c.

1: Set t = 0 and initialize W0 ∈ Rd×c randomly;
2: repeat

Compute [z1t , ..., z
n
t ]T = XTWt − Y ;

Compute the diagonal matrix D̃t as:

D̃t =


1

2‖z1
t ‖2

...
1

2‖zn
t ‖2

 ;

Compute the diagonal matrix Dt as:

Dt =


1

2‖w1
t ‖2

...
1

2‖wd
t ‖2

 ;

Compute Mt = XD̃tX
T + αDt + βI;

Compute At = I − βM−1t ;
Compute Bt = M−1t XD̃tY Y

T D̃tX
TM−1t ;

Obtain Qt by the eigen-decomposition of A−1t Bt;
Update Wt+1 according to (15);
t = t+ 1.
until Convergence;

3: Return W .

• Fisher Score (F-score) [12]: a classical method. It selects
the most discriminative features by evaluating the import-
ance of each feature individually.

• Sparse Multinomial Logistic Regression via Bayesian L1
Regularisation (SBMLR) [14]: a sparsity based state of
the art method. It realizes sparse feature selection by
using a Laplace prior.

• Spectral feature selection (SPEC) [26]: a state of the
art method using spectral regression. It selects features
one by one by leveraging the work of spectral graph
theory. The supervised implementation is used in our
experiments for fair comparison.

• Group Lasso with Logistic Regression (GLRR) [11]: a
recently proposed method based on a sparse model. It
utilizes group lasso extended with logistic regression to
select both sparse and discriminative groups of homogen-
eous features.

• Feature Selection via Joint l2,1-Norms Minimization
(FSNM) [13]: a latest sparse feature selection algorithm.
It employs joint l2,1-norm minimization on both loss
function and regularization for joint feature selection.

As our framework is expanded upon regularized least square
regression, we use it as the classifier for all the compared
approaches.

4.2 Image Databases
Web images cover almost all the concepts people are interested
in, thus justifying their advantage to be used as research corpus
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Table 1
Performance comparison (±Standard Deviation) when 10× c images work as training data.

Dataset Criteria All-Fea F-score [12] SBMLR [14] SPEC [26] FSNM [13] GLRR [11] SFUS

MSRA
MAP

MicroAUC
MacroAUC

0.062±0.001
0.840±0.001
0.655±0.006

0.060±0.002
0.861±0.005
0.655±0.003

0.056±0.002
0.869±0.003
0.643±0.006

0.058±0.001
0.852±0.002
0.650±0.004

0.061±0.002
0.875±0.002
0.658±0.006

0.060±0.001
0.846±0.001
0.653±0.005

0.063±0.001
0.878±0.002
0.662±0.005

NUS
MAP

MicroAUC
MacroAUC

0.081±0.002
0.842±0.003
0.726±0.003

0.080±0.002
0.851±0.003
0.728±0.004

0.072±0.008
0.871±0.005
0.718±0.028

0.078±0.002
0.847±0.003
0.722±0.003

0.092±0.001
0.869±0.002
0.753±0.002

0.082±0.002
0.853±0.002
0.732±0.003

0.094±0.003
0.877±0.002
0.756±0.003

Table 2
Performance comparison (±Standard Deviation) when 20× c images work as training data.

Dataset Criteria All-Fea F-score [12] SMBLR [14] SPEC [26] FSNM [13] GLRR [11] SFUS

MSRA
MAP

MicroAUC
MacroAUC

0.067±0.004
0.859±0.011
0.676±0.013

0.066±0.002
0.876±0.004
0.680±0.004

0.059±0.001
0.883±0.004
0.666±0.004

0.066±0.001
0.868±0.001
0.679±0.002

0.068±0.001
0.887±0.002
0.687±0.002

0.067±0.001
0.866±0.002
0.680±0.002

0.070±0.001
0.888±0.002
0.690±0.002

NUS
MAP

MicroAUC
MacroAUC

0.099±0.001
0.874±0.001
0.767±0.001

0.098±0.004
0.880±0.005
0.770±0.006

0.073±0.007
0.887±0.006
0.733±0.024

0.094±0.001
0.875±0.001
0.763±0.001

0.105±0.003
0.888±0.003
0.785±0.004

0.105±0.002
0.885±0.003
0.780±0.001

0.108±0.002
0.891±0.003
0.789±0.003

for automatic image annotation. For the sake of the study on
multimedia analysis, researchers have also managed to collect
and process the web images to create good image databases
for experimental purpose.

In our experiments, we select two large scale databases
which are both made up of web images. The first one is
the MSRA-MM 2.0 database which was created by Microsoft
Research Asia [27]. This database was collected from the web
through a commercial search engine and consists of 50,000
images belonging to 100 concepts. However, 7,734 images
of the original database are not associated with any labels,
we thus have removed these images and obtained a subset of
42,266 labeled images. In 2009, the Lab for Media Search in
National University of Singapore proposed another large scale
image database, i.e., NUS-WIDE where all images are from
Flickr [28]. NUS-WIDE includes 269,000 real-world images.
The very large amount of NUS-WIDE, from our perspective,
can well validate the scalability of our framework for real
world annotation tasks. Hence, we choose this database in
our experiments as well. Nonetheless, 59,653 images within
NUS-WIDE are unlabeled, we therefore have removed them
and used the remaining 209,347 labeled images related to 81
concepts as experimental corpus.

Considering the computational efficiency, we combine three
feature types, i.e., Color Correlogram, Edge Direction Histo-
gram and Wavelet Texture provided by the authors to represent
the images of the two databases. As a consequence, the
corresponding feature dimensions for MSRA-MM 2.0 and
NUS-WIDE are 347 and 345 respectively [27][28].

4.3 Experiment Setup

The procedure of our experiments can be generalized as
follows. We first randomly generate a training set comprised of
m× c images for each database similarly to the experimental
setting in [29]. The remaining images are used as testing sets.
To understand the performance variation w.r.t the number of
training data, we set m as 10 and 20 respectively and report the
corresponding results. We generate the training and testing sets

for 5 times and report the average results for fair comparison
with other methods.

Note that our objective function in (9) involves two
parameters α and β. We tune both of them from
{10−3, 10−2, 10−1, 1, 10, 102, 103} and report the best res-
ults. The number of the selected features ranges from
{100, 150, 200, 250, 300} and we use the corresponding fea-
ture subset to represent the images. Then the regularized
least square regression is applied as the classifier for image
annotation.

To evaluate the annotation performance, we use three evalu-
ation metrics, i.e., Mean Average Precision (MAP), MicroAUC
and MacroAUC which are all widely used for multi-label
classification tasks [30][11][31][32].

4.4 Performance on Image Annotation
Table 1 and Table 2 show the annotation results when using
10 × c and 20 × c training data respectively. The results in
bold indicate the best performance using the corresponding
evaluation metric. According to the annotation results, we
observe that our method demonstrates consistently superior
performance on both databases.

Take MAP as an example. First, our method is better than
All-Fea, i.e., not using feature selection for annotation on both
data sets. In particular, SFUS obtains notable improvement
over All-Fea on NUS-WIDE. Second, our method has better
annotation performance than the compared feature selection
methods. Using 10 × c training data, SFUS outperforms the
second best feature selection method by about 2.6% and it is
better than other feature selection algorithms for both data sets;
using 20×c training data, SFUS is better than the second best
feature selection method by about 1.6% and 3% on MSRA-
MM 2.0 and NUS-WIDE respectively and it demonstrates
good advantage over other algorithms. Hence, we conclude
that our algorithm is a good feature selection mechanism for
web image annotation.

The good performance of SFUS for image annotation can be
attributed to the appealing property that it can select features
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Table 3
Performance comparison (±Standard Deviation) using Color Correlogram & Wavelet Texture on MSRA-MM when

10× c training data are labeled.
Criteria All-Fea F-score [12] SBMLR [14] SPEC [26] FSNM [13] GLRR [11] SFUS
MAP

MicroAUC
MacroAUC

0.059±0.001
0.848±0.002
0.652±0.006

0.059±0.001
0.861±0.006
0.651±0.003

0.053±0.003
0.874±0.004
0.636±0.006

0.058±0.001
0.854±0.003
0.648±0.004

0.059±0.001
0.872±0.002
0.655±0.005

0.060±0.001
0.858±0.002
0.652±0.004

0.061±0.001
0.883±0.002
0.659±0.005
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(b) NUS-WIDE

Figure 1. Performance variation w.r.t to the number of
selected features using our feature selection algorithm.

jointly across the whole feature space while simultaneously
considering the correlation of multiple labels by exploring the
shared feature subspace. The incorporation of the sparse model
and shared subspace uncovering facilitates the feature selection
by finding the most discriminative features, which can be used
subsequently in annotation process.

4.5 Influence of Feature Type

To evaluate the effectiveness of our method, we use a different
original feature set, i.e., only Color Correlogram and Wavelet
Texture are combined to represent the images and we present
the corresponding annotation results. The experiment is con-
ducted on the MSRA-MM dataset with the results shown in
Table 3.

It can be seen that our method still outperforms other feature
selection algorithms when the images are represented by color
histogram and wavelet texture. The results demonstrate that
our algorithm is robust for the variance of the original feature
set.

1e−3
1e−2

1e−1
1

1e1
1e2

1e3
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1e−2

1e−1
1
1e1
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(a) MAP-MSRA
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(b) MAP-NUS

Figure 2. Performance variation w.r.t α and β when we
fix the number of selected features at 200 for annotation.
The figure shows different annotation results when using
different values of α and β. With this setting, we get the
best results when α = β = 10−2 for MSRA-MM 2.0 and
when α = 1 and β = 10−2 for NUS-WIDE.

4.6 Influence of Selected Features

As feature selection is aimed at both accuracy and compu-
tational efficiency, we perform an experiment to study how
the number of selected features can affect the annotation
performance using 20 × c training data. This experiment can
present us the general trade-off between performance and
computational efficiency for the two image databases.

Figure 1 shows the performance variation w.r.t the number
of selected features in terms of MAP. We have the following
observations: 1) When the number of selected features is too
small, MAP is not competitive with using all features for
annotation, which could be attributed to too much information
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Figure 3. Convergence curves of the objective function
value in (9) using Algorithm 1. The figure shows that
the objective function value monotonically decreases until
convergence by applying the proposed algorithm.

loss. For instance, when using less than 150 features of
MSRA-MM 2.0, MAP is worse than using all features for
annotation. 2) MAP increases as the number of selected
features increases up to 200. 3) MAP arrives at the peak level
when using 200 features. 4) MAP keeps stable from using
200 features to using 300 features for MSRA-MM 2.0 while
drops for NUS-WIDE. The different variance shown on the
two datasets are supposed to be related to the properties of
the datasets. 5) After all the features are selected, in other
words, without feature selection, MAP is lower than selecting
200 features for MSRA-MM 2.0 and 100 features for NUS-
WIDE. We conclude that, as MAP improves on both databases,
our method reduces noise.

4.7 Parameter Sensitivity Study
Our method involves two regularization parameters, which
are denoted as α and β in (9). To learn how they affect
the feature selection and consequently the performance on
image annotation, we conduct an experiment on the parameter
sensitivity. Following the above experiment, we use 20 × c
training data for image annotation. MAP is used here to reflect
the performance variation.

Figure 2 demonstrates the MAP variation w.r.t α and β
on the two databases. From Figure 2 we notice that the
annotation performance changes corresponding to different
combinations of α and β. The impact of different values of the
regularization parameters is supposed to be related to the trait
of the database. On our experimental datasets, better results
are generally obtained when α and β are comparable in value.

4.8 Convergence Study

As mentioned before, the proposed iterative approach mono-
tonically decreases the objective function value in (9) until
convergence. We conduct an experiment to validate our claim
and to understand how the iterative approach works. Following
the above experiments, we use 20 × c training data in this
experiment. The two parameters α and β are both fixed at
1 as that is the median value of the range from which the
parameters are tuned.

Figure 3 shows the convergence curves of our algorithm
according to the objective function value in (9). It can be
observed that the objective function value converges quickly.
We also calculate the convergence time which is 17.6 and 10.9
seconds for MSRA-MM 2.0 and NUS-WIDE respectively on
a personal PC with Intel Core 2 Quad 2.83GHz CPU. The
convergence experiment demonstrates the efficiency of our
algorithm.

5 CONCLUSION

In this paper we have proposed a novel feature selection
method and applied it to web image annotation. Our work
integrates two state of the art innovations from shared feature
subspace uncovering and joint feature selection with sparsity,
thus endowing our method the following appealing properties.
First, our method jointly selects the most discriminative fea-
tures across the entire feature space. Additionally, our method
considers the correlation between different labels, which has
proved to be an effective way in multi-label learning tasks.

To validate the efficacy of our method for web image
annotation, we conducted experiments on two popular image
databases consisting of web images. It can be seen from the
experimental results that our method outperforms classical and
state of the art algorithms for image annotation. Therefore,
we conclude that our method is a robust feature selection
method and its feature subspace sharing foundation makes it
particularly suitable for web images which are usually multi-
labeled.
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APPENDIX A
PROOF OF THEOREM 1

Proof: According to Algorithm 1, it can be inferred from
(11) that:

Wt+1 = arg minTr
(

(XTW − Y )T D̃(XTW − Y )
)

+αTr
(
WTDW

)
+ β ‖W −QP‖2F

s.t. QTQ = I

Therefore, we have

Tr
(

(XTWt+1 − Y )T D̃t(X
TWt+1 − Y )

)
+ αTr

(
WT

t+1DtWt+1

)
+β ‖Wt+1 −Qt+1Pt+1‖2F
≤ Tr

(
(XTWt − Y )T D̃t(X

TWt − Y )
)

+ αTr
(
WT

t DtWt

)
+β ‖Wt −QtPt‖2F

⇒
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2
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It has been shown in [13][16] that for any non-zero vectors
vit|ri=1:

∑
i

∥∥∥vit+1
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2
−
∑
i
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∥∥2
2
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where r is an arbitrary number. Thus, we can easily get the
following inequality:

n∑
i=1

∥∥∥xTi Wt+1 − yi
∥∥∥
2

+ α

d∑
i=1

∥∥∥wi
t+1
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2

+ β ‖Wt+1 −Qt+1Pt+1‖2F

≤
n∑

i=1

∥∥∥xTi Wt − yi
∥∥∥
2

+ α

d∑
i=1

∥∥∥wi
t

∥∥∥
2

+ β ‖Wt −QtPt‖2F

⇒
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2,1
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≤
∥∥∥XTWt − Y

∥∥∥
2,1
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which indicates that the objective function value of (9) mono-
tonically decreases until converging to the optimal W through
the proposed approach in Algorithm 1.
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